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Lecture 2: Conclusion on Probability Spaces; Finite Spaces
o Probability Spaces and the Axiomatic Method
o Classification of Probability Spaces:
o Discrete (Finite, Countably Infinite)
o Continuous (Uncountably Infinite)
o Equiprobable vs Not-Equiprobable
o Finite Probability
o Equiprobable Case
o Non-Equiprobable Case



Review: Random Experiments, Sample Spaces and Sample

Points

Discrete

Continuous

The Sample Points can be just about anything (numbers, letters, words, people,
etc.) and the Sample Space (= any set of sample points) can be

Finite
Example: Flip three coins, and output head if there are at least two heads
showing, and tails otherwise (as if the coins "vote" for the outcome!)

!

S={ head, tail }

Countably Infinite
Example: Flip a coin until heads appears, and report the number of flips
S={1,2,3,4, ... } S T r —— —
TJncountably Infinite

Example: Spin a pointer on a circle labelled with real numbers [0..1) and
report the number that the pointer stops on.

- S=[0..1) /\,




Review: Sample Spaces, Sample Points, and Events

Ay subset of the Sample Space. An event A is said to have occurred
if the-ewrCome of the random experiment is a member of A. We will be mostly
interested specifying a set by some characteristic, and then calculating the
probability of that event occurring.

Example: Toss a die and output the number of dots showing.
Let A = "there are an even number of dots showing" and
B = "there are at least 5 dots showing."

! The event A
S = { 1) 2) 37 4) 5) 6 } A = { 2, 4’ 6 } OCCLli‘red 1nce

4

-

The event B did
@ not occur:

4£{5,6]}
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Review: Sample Spaces, Sample Points, and Events

We will be mostly interested in questions involving the probability of particular events
occurring, so let us pay particular attention to the notion of an event.

Example: Toss a die and output the number of dots showing. Let A = "there
are an even number of dots showing."

S={1)2>3)4)576}
The set of possible events is the power-set of S, the set of all subsets,

PO = (AIACS)

——
So for this example we have 2¢ = 64 possible events, including

o The empty or "impossible eve ("What is the probability of rolling a 9?")

o The "certain event" S.| ("What is the probability of less than 10 dots?")
o All "elementary events" of one outcome: {1},{2},{33},..,{6}

etc..... This gives you the most flexible way of discussing the results of an experiment....



Probability Spaces and Probability Axioms

~—
To model a random experiment, we specify a Probability Space = a pair (S, P), where S is
a sample space, and P is a probability funct1on —

PS)

which assigns a probability (a real number) to each possible event and
the following three Axioms of Probability: O o el oGGBUE

P;: For any event A, we have P(A) > 0.

_— <>

. 1 = TA‘I/'I
P,: For the certain event_ﬁ_\,fwe have P(S) @ [ o, Cek

Va0 carel
P3: For any two disjoint events A and E(A N B We have

P(AuB)=PA
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Probability Spaces and Probability Axioms

These axioms make perfect sense if we consider Venn Diagrams where we use area as
indicating probability, so the area of an event in the diagram = probability of that event.

@Or any event A, we have P(A) > 0. g 4_:\:1/)\:?5
— "Th f h ti _ ti 'u F\ N
ea'_r/eg’ each even 18% _.S'O h@_%/(a (L
P
A

¢ For the certain event S, we have P(S) = 1. 0.

"The area of the whole sample space is 1.0."

0
P;: For any two-disjeintevents A and B we have
| P :

"If two regions of S do not overlap, then the / Q( QX

area of the two regions combined is the sum

of the area of each region." [/HLE/\
(l
(Pob 0/
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Probability Spaces and Probability Axioms

The axioms can be used to prove various results about probability.

131: For any event A, we have P(A) > 0.
P,: For the certain event S, we have P(S) = 1.0.
Theorem: P(@) = 0.0

P;: For any two disjoint events A and B we have
Proof:

P<§> :( O (@D

g = S v @ COI%\W"“\B (QQET THEmp)

DS ) G g
1.0 = 4(S) + 1(4) <%\> |

L0 = L0 Q) i) o1 =0

P(AuB)=P(A) + P(B)
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Probability Spaces and Probability Axioms

The axioms can be used to prove various results about probability.

P;: For any event A, we have P(A) = 0.

‘Pzz For the certain event S, we have P(S) = 1. 0.

Theorem: For any event A, P(A) € [0..1].

SRS
g = A U (f\c CQTESSOMT\

(¢t w«;e%

0(Sy= P HI) )
Lg = @\@ +@(ﬁcw C@z\

VAN )

P;: For any two disjoint events A and B we have
P(AuB)=P(A) + P(B)




L N R O A
Probability Spaces and Probability Axioms

So we measure the probability of events on a real-number scale from 0 to 1:

Less probable More probable
Impossible Eauall babl Certain
qually probable
| | |
| |
@ 0.5 1.0
i
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Probability Functions: @ipmbable vs Not Equiprobable

Recall that probability spaces can be characterized by the characteristics of their sample
space: discrete (finite or countably infinite) or continueous (uncountable).

Furthermore, we may characterize a probability function as being:
Equiprobable: All sample points (= elementary events) have the same probability.
Not Equiprobable: All sample points do NO'T have the same probability.

When the sample space is finite, it is easy to see how this might happen:

Finite and Equiprobable:
Example: Flip a coin, report how many heads are showing.
S={0,1} P(0)=05 P(1)=0.5
— r‘

ample: Flip two coins, report how many heads are showing.

S={0,1,2 P(0)= 025 P(1)=0.5 P(2)=0.25
\{/}\ i{l&: /—‘(i)_\ ﬁ—)% S gg((lZE
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Probability Functions: Equ1pr<£bab‘}e vs Not Equiprobable
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Set of all events:

How to Specify a Probability Space PS) = {AIACS)

In order to specify a probability space for a particular problem, it suffices to give

© The Probability Space (a set S)

) —)o..l
L/o The Probability Function (a function P': M) @ ' % 7 [ —z

In order to check that you indeed have a correct probability space, it generally suffices to
check axiom P,: P(S) = 1.0. g g

Example: Flip a coin, report how many heads are showing.
S = { 0, 1 }
P={0.5,0.5} <= Just give the probability of each sample point.

Check: 0.5+0.5=1.0

Example: Flip two coins, report how many heads are showing.
S= { O’ 19 2 }
P={0.25,0.5,0.25}

Check: 0.25+0.5+0.25=1.0



Probability Functions: Equiprobable vs Not Equiprobable

But when the sample space is countably infinite, the probability function can NOT be
equiprobable!

ountably Infinite and Not Equiprobable:
(‘\\-—A’, e

le: Flip a coin until a heads appears, and return the number of flips. /

[S= { 1’ 2’ 3’ }
P={1/2, 1/4, 1/8, ...} Check: 1/2+1/4+1/8+ ... = 1.0

But suppose a space were countably infinite and equiprobable:

~

$={1,2,3,....} Q(Cbg POSFOERST « . ..

P={p,p,p)..-} forsomep>O0.

————

— (O%OJfOAF,M

Then p+p+p+... =00 not 1.0
-

Conclusion: When the sample space is countdbly#hfinite, the probability function can

NOT be equiprobable.



Probability Functions: Equiprobable vs Not Equiprobable
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Probability Functions: Equiprobable vs Not Equiprobable

When the sample space is uncountable, say with the spinner, it is possible for the

probability function to be equiprobable or non-equiprobable.

Uncountable and Equiprobable:

Example: Spin the spinner and report the real number
showing.

S=1[0..1)  Any pointis equally likely

Uncountable and NOT Equiprobable:

0.5

QDo \

People are more
likely to be close
to the average
height than at the

extremes!



Anomolies with Continuous Probability Spaces

When the sample space is uncountable, as with our spinner, things can get a bit
complicated.....

Question: Suppose you spin a spinner. What is the probability that the pointer
lands EXACTLY on 0.141592... (the decimal partof  )?

[5..0) w3

d !

\415
Hint: There are two possibilities:
'0,141592653589.. o The probability is 0.
=
0.75 0.25 o The probability is NOT O.

Can you come up with an
( 4, ] argument for or against either of

these?
L —L145/
TI0 "~ - - - - PN

)



Anomalies with Continuous Probability Spaces

When the sample space is uncountable, as with our spinner, things can get a bit
complicated.....

Question: Suppose you spin a spinner. What is the probability that the pointer

lands EXACTLY on 0.5?

Answer: O

Why? Proof by contradiction: Suppose the probab111tyhen this must also be
true for ANY real number in the range [0 1 g ave the same problem as

, violating P2.



Finite Probability Spaces

For finite probability spaces, it is easy to calculate the probability of an event; we

just have to apply axiom Pj:

If event A = { ay, ay, ..., 4, }, then
P(A) = P({al’aZ,""an}) = P(a1)+P(a2)+...+P(an)

Example: Toss a die and output the number of dots showing. Let A = "there are an even
number of dots showing" and B = "there are at least 5 dots showing."

We can illustrate simple S P(A) = P(2) + P(4) + P(0)
: =1/6 +1/6 + 1/6
problems by using the 1
"area" = "probability” 1 2 =72
analogy:
P(B) = P(5) + P(6)
3 \ - 1/6+1/6
=1/3
Equiprobable: area of each _+~ S 6

elementary event is

1/6 = 0.16666...



Finite Probability Spaces

Example: Flip three fair coins and count the number of heads. Let A = "2 heads are
showing" and B = "at most 2 heads are showing."

The equiprobable "pre-sample space" is

configuration: { TTT, TTH, THT, THH, HTT, HTH, HHT, HHH }
# heads: 0 1 1 2 1 2 2 3

={0, 1’ 2) 3}

S
P=1{1/8,3/8,3/8,1/8} B

—

P(A) = P(2) A
_3/8

P(B) = P(0) + P(1) + P(2)
=1/8 + 3/8 + 3/8 0 1 2 3
=7/8

Not Equiprobable: area of
each elementary event is different: 0.125 0.325 0.325  0.125



Finite Equiprobable Probability Spaces

For finite and equigroba@e probability spaces,

it is easy to calculate the probability:

|A| = cardinality of set A

\znu_rnber()f)bers

Here, "area" = "number of elements."

Example: Flip a coin, report how many heads
are showing? Let A = "the coin lands A
with tails showing"

S={0, 1}
P={1,%}




Finite Equiprobable Probability Spaces

For finite and equiprobable probability spaces,

it is easy to calculate the probability:

|A |
P(A) = —
1S
Here, "area" = "number of elements."

Example: Roll a die, how many dots showing
on the top face? Let A = "less than
4 dots are showing."
S={1, 2, ...,6}
P={1/6,1/6,.... ,1/6}




Finite Equiprobable Probability Spaces



Finite Equiprobable Probability Spaces



